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a b s t r a c t

We present a Navier–Stokes/Oldroyd-B immersed boundary algorithm that captures the interaction of
a flexible structure with a viscoelastic fluid. In particular, we study the effects of bulk viscoelasticity on
freely decaying shape oscillations of an Oldroyd-B fluid droplet suspended in an Oldroyd-B matrix. Our
numerical data indicate that if the fluid viscosity is low, viscoelasticity plays amodulating role in the drop
shape relaxation; specifically, it increases the oscillation frequency and decreases the decay ratewhen the
fluid relaxation time is above a critical value. In the high viscosity limit, i.e., when a Newtonian droplet
is expected to return to a spherical shape with an aperiodic decay, an increase in the relaxation time
eventually results in the reappearance of the oscillations. Both these results are in linewith the prediction
of small deformation theory for viscoelastic droplet oscillations. The algorithmwas also validated bydirect
comparison with linear asymptotics.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

An incompressible liquid droplet with surface tension is one
of the classical models in hydrodynamics. It plays an important
role in the description of various physical and biological systems
such as emulsions and foams [1–3], fogs and clouds [4,5], molten
metals [6,7], the Earth and other astrophysical objects [8–10],
atomic nuclei [11,12], and living cells [13–15]. In the absence
of external forces, droplet dynamics are determined by surface
tension and bulk rheological properties of the fluids inside and
outside the droplet. Surface tension is responsible for a spherical
shape of the droplet at equilibrium and is also an important factor
in the droplet shape relaxation [16]. After removal of external
forces, a Newtonian liquid droplet of low shear viscosity returns to
its equilibrium shape via a series of underdamped oscillationswith
frequency and damping rate dependent on the surface tension and
shear viscosity, respectively [17]. The droplet shape oscillations
cease to exist, i.e., only an aperiodic decay is observed, when
the viscosity of the internal liquid exceeds a critical value [9].
The critical viscosity is a function of the normal mode of shape
oscillations. For the principal mode (n = 2, i.e., quadrupole
oscillation) of a 0.1 mm radius droplet suspended in air, it is about
0.0655 Pa s [18,9]. The critical value of the shear viscosity decreases
quadratically with decrease in the droplet radius [9]. Since the
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internal viscosity of living cells is several magnitudes higher than
0.0655 Pa s and the cell radius is less than 0.1 mm, this result
indicates that the Newtonian model of a living cell will always
predict cell shape relaxation via an aperiodic decay.

Several numericalmethods have successfully simulated nonlin-
ear oscillations of Newtonian liquid droplets. This includes bound-
ary integral [19,20], boundary element [21], and finite element
methods [22] as well as surface capturing techniques such as
volume-of-fluid and level setmethods [23].Moreover, the coupling
of the flexible boundary of a droplet to an enclosed and surround-
ing incompressible fluid has been a standardmodel problem in the
development and analysis of immersed boundary methods. It has
been used as a test problem for the development of higher order al-
gorithms [24], implicit implementations [25,26], andmost recently
in a proposed model of porous immersed boundaries [27].

Living cells andmany other droplet-like systems do not behave,
however, as Newtonian liquid droplets because of the bulk elastic-
ity of their fluids. For eukaryotic cells, the elasticity of the internal
liquid comes from the cytoskeleton. Prokaryotic microorgan-
isms such as bacteria are often suspended in viscoelastic fluids,
e.g., when they move in the cell cytoplasm or through a mucosal
layer of a specific organ. The dynamics of these systemswill be cor-
rectly described only if viscoelastic effects are accounted for. In ad-
dition, understanding the effects of bulk and surface viscoelasticity
on droplet shape relaxation is of paramount importance for the de-
velopment of advanced methods for rheological measurement of
fluids [18,28,29]. While the oscillatory dynamics of liquid droplets
with a viscoelastic surface layer is well studied in the literature
[30,31,29,32–34], there are only a few reports concerning shape os-
cillations of viscoelastic liquid droplets [18,35,36]. Most are based
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on perturbation theory that is valid in the limit of small deviation
from the spherical shape. One important result that comes from
this theory is that viscoelastic liquid droplets can undergo free os-
cillations even when their internal viscosity is high. These oscilla-
tions are driven by elasticity and not by surface tension as in the
case of Newtonian droplets [18].

Here, we focus upon the development of a 2D Navier–Stokes/
Oldroyd-B immersed boundary method and, accordingly, use
droplet oscillation as a model problem. We extend the previous
Stokes/Oldroyd-B immersed boundary algorithm used to model
peristaltic pumping [37] and swimming filaments [38] to one
that can capture Reynolds number effects. While other numerical
approaches have modeled the shear-induced deformation of vis-
coelastic drops embedded in a viscoelastic matrix (see, for exam-
ple, [39,40]), this work presents new simulations of oscillatory
dynamics of droplets with bulk viscoelasticity. We validate our
method through comparison with linear asymptotics and use it to
analyze the effects of the liquid viscosity (Reynolds number) and
liquid elasticity (Weissenberg number) on shape oscillations of a
viscoelastic droplet suspended in a viscoelastic matrix.

2. The mathematical model

The momentum conservation and conservation of mass equa-
tions for the motion of an incompressible fluid flow in a given do-
main Ω as time, t , evolves are

ρ
Du
Dt

= ∇ · T + f in Ω (2.1)

∇ · u = 0 in Ω

where D
Dt denotes thematerial derivative, and the fluid’s velocity is

given by u, T denotes the total stress tensor, ρ is the fluid density,
and f denotes the body force density acting on the fluid. The total
stress tensor is composed of a pressure piece and an extra stress

T = −pI + τ (2.2)

with I representing a unit tensor. A constitutive equation is needed
to define the relationship between the extra stress τ and the fluid
velocity. In the case of Newtonian fluids the constitutive equation
is

τ = 2µsd(u), (2.3)

where µs denotes the fluid viscosity, and

d(u) =
1
2


∇u + (∇u)T


denotes the fluid deformation tensor. Using the Newtonian consti-
tutive relationship (2.3) with (2.1) yields the Navier–Stokes equa-
tions. More complex incompressible fluids may be modeled if the
extra stress τ is split into a Newtonian or solvent part and a non-
Newtonian or viscoelastic part. In this instance the extra stress is

τ = 2µsd(u) + σ

where σ represents the viscoelastic contribution to the stress ten-
sor. A viscoelastic constitutivemodel is used to relate the viscoelas-
tic stress contribution to the fluid velocity. Defining the upper
convected time derivative of the viscoelastic contribution to the
stress tensor as

σ∇
≡

Dσ

Dt
−

∇uσ + σ(∇u)T


the Oldroyd-B [41,42] constitutive model is

rtσ∇
+ σ = 2µpd(u),

where rt denotes a relaxation time and µp denotes the polymer
contribution to the zero-shear-rate viscosity. The full Oldroyd-B
model for a viscoelastic fluid in dimensional form is

σ + rtσ∇
− 2µpd(u) = 0 in Ω (2.4)

ρ
Du
Dt

+ ∇p − µs1u − ∇ · σ = f in Ω (2.5)

∇ · u = 0 in Ω. (2.6)
In the immersed boundary formulation, the droplet interface

acts as a Dirac delta-function layer of force f in Eq. (2.5):

f(x, t) =

∫
Γ

F(X, t)δ(x − X(ξ , t)) dξ (2.7)

where F is the force density along the interface, the droplet
boundary is Γ , and the position of the boundary is described in
a Lagrangian frame by X(ξ , t), with t ∈ [0, T ]. For the droplet, F is
proportional to the curvature in the direction of the normal vector
F(ξ) = σbκ(ξ)n, (2.8)
where σb is the interfacial tension.

Denoting dimensionless quantities with a prime, a dimension-
less Oldroyd-B model is obtained making the change of variables:

σ ′
=

Lσ
µ0U

, x′
=

x
L
, u′

=
u
U

,

t ′ =
tU
L

, p′
=

Lp
µ0U

, f′ =
fL2

µ0U
,

where L and U are characteristic length and velocity scales respec-
tively, and µ0 = µs + µp. After substitution, the conservation
of momentum, mass, and constitutive equations of the nondimen-
sional Oldroyd-B model may be written as (dropping primes)

σ + Wi σ∇
− 2αd(u) = 0 in Ω (2.9)

Re
Du
Dt

+ ∇p − (1 − α)1u − ∇ · σ = f in Ω (2.10)

∇ · u = 0 in Ω (2.11)
where

Re =
LUρ

µ0
, Wi =

rtU
L

, α =
µp

µ0
.

Here Wi is fluid Weissenberg number, Re denotes the fluid
Reynolds number, and α ∈ (0, 1), denotes the fraction of the total
viscosity that is viscoelastic. When simulating Newtonian fluids,
the Weissenberg number, Wi , and viscoelastic viscosity fraction,
α, are both set to zero. The value of α is 1

2 in all viscoelastic simu-
lations.

The no-slip condition between the immersed boundary and the
fluid is imposed by requiring that it move with the fluid:

u(X(ξ , t), t) =
∂X(ξ , t)

∂t
=

∫
Ω

u(x, t)δ(x − X(ξ , t)) dx. (2.12)

Expressions (2.12) and (2.7) couple the Lagrangian immersed
boundary with the Eulerian description of the fluid flow. The
closed immersed boundary will be parameterized by an angular
variable θ . Note that we will be tracking the dynamics of the
boundary due to an initial cosine perturbation of its equilibrium
circular configuration. This initial configuration is expressed in the
dimensionless form
r(θ) = (R/L) + (A/L) cos(nθ). (2.13)

For a given radial configuration r(θ) of the immersed boundary,
the nondimensional force density is

F(θ) =


σb

µ0U


κ(θ)n = Ca−1κ(θ)n (2.14)

where

κ(θ) =
r(θ)2 + 2(r ′(θ))2 − r(θ)r ′′(θ)

(r(θ))2 + (r ′(θ))2
 3
2

is the dimensionless curvature of the boundary, and we define the
capillary number as Ca = µ0U/σb.
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3. The numerical method

In order to computationally model the movement of a droplet
in an Oldroyd-B fluid, a 2D periodic domain Ω is discretized using
aMAC (marker and cell) grid of cell size h. MAC grids store pressure
and diagonal stress components at cell centers, the off diagonal
component of the viscoelastic contribution to the extra stress σ is
stored at cell corners, and the x and y components of the fluid’s
velocity are stored at the centers of vertical and horizontal cell
edges respectively [43,37]. With this grid structure defined, the
total simulation time T is discretized into N equally spaced time
steps with 1t = T/N . Defining tn = n1t , a fractional step
method based on the Navier–Stokes projection scheme presented
byKimandMoin [44] and the Stokes–Oldroyd-B schemepresented
by Teran et al. [37] is used to advance the simulation in time.
The spatial derivatives are discretized using second-order finite
differences. Second-order interpolation is used to define quantities
at locations other than the regular corner, center or cell edge.

3.1. Temporal discretization

We introduce an intermediate velocity u∗ and scalar function p̂.
The solution is advanced from tn to tn+1 by solving an expression
for the intermediate velocity u∗, projecting it into a divergence-
free space, and then explicitly updating the viscoelastic component
of the extra stress. Mathematically each step is described as
follows:
Step 1 (Velocity): A Crank–Nicolson method and a second-order
Adams–Bashforth method are used to construct the intermediate
velocity field u∗:
u∗

− un

1t
=

1
2


un−1

· ∇hun−1
− 3un

· ∇hun
+

(1 − α)

2Re
∆h

u∗

+ un
−

1
Re

∇h · σn
+

1
Re

fn (3.1)

where the subscript h on the differential operators refers to a finite
difference approximation.
Step 2 (Projection): By solving the Poisson problem

∆hp̂ =
1

1t
∇h · u∗, (3.2)

a divergence-free velocity can be obtained using
un+1

= u∗
− 1t∇hp̂.

Step 3 (Stress): Writing (2.9) as

∂σ

∂t
= g(σ,u), (3.3)

where

g(σ,u) =
2α
Wi

d(u) −
1
Wi

σ

−

u · ∇hσ − (∇hu)σ − σ(∇hu)T


, (3.4)

allows σ to be explicitly updated. Specifically, we use a second-
order Runge–Kutta method to update σ by defining two interme-
diate values of the viscoelastic extra stress σn+A and σn+B. With

σn+A
= σn

+ 1tg(σn,un+1), (3.5)

σn+B
= σn+A

+ 1t g(σn+A,un+1), (3.6)
then

σn+1
=

σn
+ σn+B

2
. (3.7)

The linear systems in Steps 1 and 2 are solved using a gener-
alized minimal residual (GMRES) solver. In the absence of an im-
mersed boundary, this algorithm is second order in both space and
time for velocity and stress evolution.

The immersed boundary and fluid interaction

The force density function is described in terms of a Dirac
delta function in (2.7). As in [45], we choose the discretized delta
function δh(x) = φh(x)φh(y)where h denotes the grid spacing, and

φh(r) =



1
8h


3 −

2|r|
h

+


1 +

4|r|
h

−
4r2

h2


if |r| ∈ [0, h],

1
8h


5 −

2|r|
h

−


−7 +

12|r|
h

−
4r2

h2


if |r| ∈ [h, 2h],

0 otherwise.

The function δh(x) has a support of 16 grid cells. Denoting a
Lagrangian point by Xk and the corresponding Lagrangian force
density by Fk, discrete versions of (2.12) and (2.7) are

uk =

−
i,j

ui,jδh(xi,j − Xk)h2, (3.8)

and

fi,j =

−
k

Fkδh(xi,j − Xk)1lk. (3.9)

Here, 1lk represents the spacing between the discrete immersed
boundary points Xk and Xk+1.

Immersed droplet forces

Immersed boundary points are initially seeded at equally
spaced points along the perturbed droplet interface. To compute
the surface tension force supported by this interface, a discrete
approximation to (2.14) is calculated using a cubic spline of the
immersed boundary points to determine the derivatives of the ra-
dial position r ′ and r ′′ when calculating the curvature κ(θ). Over
the course of a simulation the spacing of the immersed boundary
points representing thedroplet interface changes. In order tomain-
tain a uniform spacing of the immersed boundary points through-
out each simulation, we periodically redistribute the points using
cubic splines. This redistribution of points is done every ten time
steps in the simulations presented.

A summary of the algorithm

Given the position of the immersed boundary Xn and values of
the stress tensor σn, and velocity un at time n1t , the simulation is
advanced from time tn to tn+1 by:

• Calculating the force Fk on the immersed boundary points using
cubic splines.

• Spreading the values Fk using the regularized delta function δh
to the computational grid with (3.9).

• Solving the Oldroyd-B/Navier–Stokes equations as described in
the three steps above.

• Updating the position of the immersed boundary points with
the interpolated fluid velocity field via (3.8).

• If necessary, repositioning the immersed boundary points to be
equally spaced on the droplet interface using cubic splines.

4. Numerical results

The movement of an immersed droplet in a viscoelastic fluid
can be significantly different from that of a droplet in a Newtonian
fluid. In this section we show that the addition of a viscoelastic
contribution to the extra stress enhances and even generates
oscillations in the movement of the immersed boundary.
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Table 4.1
Case study parameters.

Parameter Symbol Value

Domain Ω (−2.5, 2.5) × (−2.5, 2.5)
Grid spacing h 0.01953125
Time step 1t 0.0008
Base radius R 1
Perturbation amplitude A 0.2
Main mode n 3
Number boundary points IBpts 698
Capillary number Ca 0.4

Viscoelastic oscillations

As a base case, the motion of a droplet with the third mode
perturbed (n = 3) composed of 698 immersed boundary points
(IBpts), centered in a square periodic domain, discretized with 256
grid cells in both x and y, such that the droplet has radius R = 1,
perturbation amplitude A = 0.2, and capillary number Ca = 0.4,
is examined. These base parameters are given in Table 4.1. The
geometry of the initial droplet configuration for this base case can
be seen in the t = 0 frame of Fig. 4.9.

We note that a capillary number of 0.4 is a feature of droplets
studied in the physical experiments of Sibillo [46] and the
numerical simulation of Afkhami et al. [39]. This value of a capillary
number may also be achieved in biological experiments, e.g., for
bacteriamoving in the cytoplasmof leukocytes or other living cells.
Indeed, if we take into account that the cytoplasmic viscosity of
human leukocytes is 5 Pa s [15] and their cortical tension (which
corresponds to surface tension of liquid droplets) is 30 µN/m [47]
and assume that the velocity of leukocytes during their interaction
with vascular endothelial cells at low shear stresses (less 0.1 Pa)
is 2–4 µm/s [48], then bacteria moving inside these cells will be
characterized by a capillary number between 0.33 and 0.67.

Asn-mode cosine perturbations of a circle are used for the initial
droplet configuration (2.13), the time dependent movement of the
droplet may be described by tracking the amplitude of the nth
Fourier coefficient, Cn(t). We acknowledge that nonlinearities may
excite other modes, but here we focus on the dominant mode. For
the base case (listed in Table 4.1) tracking the n = 3 mode Fourier
coefficient, C3(t), reveals the droplet motion. The value for C3 at
each recorded time step is calculated by equally distributing 512
points (in arc length) on a cubic spline of the immersed boundary
points, then scaling their three-mode Fourier transform coefficient
by 1/(256A) to insure that C3(0) = 1.

The evolution of C3(t) for a Newtonian droplet using the
parameters in Table 4.1 at different values of the Reynolds number
are shown in Fig. 4.1. As expected from previous studies [9,18], a
decrease in the Reynolds number eventually leads to an aperiodic
decay of a perturbed droplet. In our case, the sinusoidal oscillations
in the tracked Fourier mode, C3, appear to be nonexistent for Re =

1.
The effects of viscoelasticity on the movement of the droplet

become evident upon looking at the tracked Fourier mode for
simulations using the parameters in Table 4.1, fixing Re = 1,
and increasing the value of the Weissenberg number (see Fig. 4.2).
In this low Reynolds number case it is observed that as the
Weissenberg number is increased, the droplet shows sinusoidal
oscillations that were not present in the Newtonian simulation.

To further investigate the effects of viscoelasticity on the
immersed boundary’s movement we consider a fluid with Re =

10 and the base parameters from Table 4.1. The computed value
of C3 is shown in Fig. 4.3 for fluids with Weissenberg numbers
Wi = 0, 0.1, and 0.7. It can be seen that the droplet boundary
oscillates with a frequency and decay rate that are dependent on
the Weissenberg number. Fig. 4.4 examines the values of the C6
Fourier transform coefficient for simulations with Wi = 0, 0.1,

Fig. 4.1. Tracked Fourier coefficient, C3 , versus t for Newtonian fluids of varying
Reynolds number.

Fig. 4.2. Tracked Fourier coefficient, C3 , versus t for fluids with Re = 1 and varying
Weissenberg number Wi .

Fig. 4.3. Three-mode Fourier coefficient for Wi = 0, 0.1, and 0.7.

and 0.7, scaled by 1/(256A2). It can be seen from Figs. 4.3 and 4.4
that the dominant mode in each simulation is represented by the
C3 Fourier coefficient.

In order to quantify the decay rate, dr , and oscillation frequency,
ω, that provide a description of the droplet movement, the Fourier
mode C3 is approximated by

C3(t) ≈ e(−dr t) (cos(ωt) + c sin(ωt)) . (4.1)

Using a nonlinear least squares algorithm, parameters dr , ω, and
c are found that best fit the numerical data. Fig. 4.5 shows a
comparison between the best fit approximation to C3(t) described
by setting dr , ω, and c to 0.7211, 4.8307, and 0.1801 in (4.1)
respectively, for a simulation with Re = 10,Wi = 1.0 and the
base case parameters stated in Table 4.1.
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Fig. 4.4. Six-mode Fourier coefficient for Wi = 0, 0.1, and 0.7.

Fig. 4.5. Plot of the C3 Fourier coefficient versus time and the best fit function using
a nonlinear least squares routine.

Fig. 4.6. Oscillation frequency versus Weissenberg number for Re = 10 fluid with
capillary number Ca = 0.4.

Using the nonlinear least square fit gives amethod of classifying
the droplet movement and allows for the effects of viscoelasticity
to be examined as a function of the Weissenberg number, Wi .
Figs. 4.6 and 4.7 show computed decay rates and oscillation
frequencies as a function of the Weissenberg number for the
base case with Re = 10. Note that there is a sharp increase
in oscillation frequency as the fluid moves from the Newtonian
to the viscoelastic case, reaches a maximum somewhere short
of Wi = 1 and then saturates to a steady value. Moreover,
for small Weissenberg numbers, droplet oscillations are damped
more quickly than in the Newtonian case; however, after a critical
value of theWeissenberg number the decay rate of the oscillations
drops below that of the Newtonian case and approaches an
asymptotic limit. Thus, for viscoelastic fluids with high values
of the Weissenberg number, oscillations last longer than in
Newtonian fluids.

4.1. Stress plots

The trace of the stress tensor σ measures the mean square
distension of themicroscopic polymer coils in theOldroyd-Bmodel
of a viscoelastic fluid. Fig. 4.8 shows the contours of tr(σ) for a
droplet simulation with Re = 10,Wi = 1, and other parameters
set as in Table 4.1. Throughout the simulation the tr(σ) swells and

Fig. 4.7. Decay rate versus Weissenberg number for Re = 10 fluid with capillary
number Ca = 0.4.

Fig. 4.8. Plot showing the magnitude of the trace of the viscoelastic extra stress, σ,
at varying times throughout a simulation with Re = 10, and Wi = 1.

drops in the region directly surrounding and inside the droplet, and
the simulation shows polymer distension in the fluid even after the
droplet interface appears visually to have stopped moving.
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(a) t = 0. (b) t = 0.34. (c) t = 0.68.

(d) t = 1.02. (e) t = 1.36. (f) t = 1.7.

(g) t = 2.04. (h) t = 2.38. (i) t = 2.72.

Fig. 4.9. Stress ellipses based on σ̂ for a fluid with Re = 10 and Wi = 1 indicate that polymer coils are stretched in the region near the interface, but slowly relax, as these
ellipses return to their circular shape. Velocity vectors have been placed on the immersed boundary to indicate the droplet’s current motion.

As in [38], we consider the polymer stress tensor at a point
under the following shift:

σ̂ =
Wi
α

σ + I. (4.2)

This shifted stress tensor, σ̂, results from an alternate nondimen-
sionalization of the Navier–Stokes/Oldroyd-B system using the
change of variables

σ̂
′
=

rtσ
µp

+ I, x′
=

x
L
, u′

=
u
U

,

t ′ =
tU
L

, p′
=

Lp
µsU

, f′ =
fL2

µsU
.

The tensor σ̂ has two positive eigenvalues, e1 and e2, and corre-
sponding orthogonal eigenvectors, d1 and d2. The eigenvector cor-
responding to the maximal eigenvalue indicates the direction of
the maximal distension of the polymer field, and the eigenvalue
indicates the degree of distension. Using the eigenvalues to scale
the length of the axes of an ellipse aligned with the eigenvectors,
and centered at the given point, gives a technique for visualizing
the polymer distension in the fluid. Stress tensor σ̂ represents an
initial zero-stress field σ = 0 by circles of radius 1.
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Fig. 4.9 shows a sequence of frames depicting the position of the
droplet interface and the stess-ellipse field from a simulation using
the base case parameters (Table 4.1), with Weissenberg number
Wi = 1 and Re = 10.0. Velocity vectors plotted on the droplet
interface show that as the droplet oscillates, the polymer coils are
stretched in the region near the interface, and then slowly relax, as
indicated by the ellipses returning to a circular shape as the droplet
approaches its equilibrium.

5. Linear analysis

In order to validate our viscoelastic immersed boundary im-
plementation, a comparison with linear asymptotics is consid-
ered. In [49], the analysis of a closed elastic membrane in
two-dimensional Navier–Stokes flow was presented in the con-
text of resonances due to a periodic driving force. The linearized
Oldroyd-B equations can be written in a way that fits the same lin-
ear analysis as follows. Linearizing the model equations leads to

σ + Wi
∂σ

∂t
− 2αd(u) = 0 (5.1)

Re


∂u
∂t


+ ∇p − (1 − α)1u − ∇ · σ = f. (5.2)

Since the resulting motion of the droplet is oscillatory, one can
introduce the time dependence of all variables explicitly to be of
the form exp(iγ t), where the real and imaginary parts of γ provide
the oscillation frequency and damping, respectively. Substituting
∂σ/∂t = iγ σ into Eq. (5.1) (and similarly for other variables) gives

(1 + Wi γ i)σ = 2αd(u) ⇒ σ =
2α

(1 + Wi γ i)
d(u)

and plugging this into Eq. (5.2) leads to

Reγ iu + ∇p − (1 − α)1u −
2α

(1 + Wi γ i)
∇ · d(u) = f.

Using the identity 2∇ · d(u) = 1u we get

Reγ iu + ∇p −
1 + Wi γ i(1 − α)

(1 + Wi γ i)
1u = f

which we can write as

γ iu + ∇p̂ −
1

RWi
1u = f̂ (5.3)

where Re p̂ = p, Re f̂ = f and RWi =
1+Wi γ i

1+Wi γ i(1−α)
Re. Eq. (5.3)

was analyzed in [49] in the context of a closed elastic membrane
in a two-dimensional Newtonian fluid, where Wi = 0. Here we
modify that analysis to account for the viscoelastic effects.

A circular interface is given an n-mode perturbation of small
amplitude A and all variables are expanded in powers of A. The
spatial dependence of the droplet interface is written in polar
coordinates as X(r, θ) = eiθ (X r(r), Xθ (r)) and the corresponding
equations for the radial functions are derived to leading order with
appropriate jump conditions across the interface. Enforcing the
jump conditions results in a linear system for the leading-order
interface location as

M


X r

Xθ


=


0
0


.

In order to obtain a nontrivial solution, the determinant ofM must
equal zero, leading to a dispersion relation in the implicit form

D(n, γ , RWi ) = 0

for given capillary number, Ca. It is difficult to get an explicit
relationship between γ and n in general since the dispersion

Fig. 5.1. Re = 10 oscillation frequency.

Fig. 5.2. Re = 10 decay rate.

relation involves ratios of Hankel functions whose arguments
depend on γ and RWi , which was a fixed parameter in [49]. We
derived an expansion for γ in terms of RWi and substituted it into
the definition of RWi in Eq. (5.3). This leads to a Padé approximation
for γ :

iγ = −dr + iω ≈

m∑
k=0

ak(Wi )ϵk

m∑
k=0

bk(Wi )ϵk
(5.4)

where ϵ = Re−1/2.Weverifiednumerically that the approximation
is valid for moderate to high values of Re withm = 6.

Since the above analytic expressions for oscillation frequency
and damping were derived in the linear regime, we compare them
with the fully nonlinear computations for a given small amplitude
perturbation A = 0.02. Plots comparing the decay rate and
oscillation frequency computedwith ourmethod to the asymptotic
values in Eq. (5.4) are given in Figs. 5.1–5.4 for fluids with Re = 10
and Re = 100, and Ca = 1.

Figs. 5.1 and 5.2 show that the immersed boundary calculations
of decay rate and oscillation frequency follow very closely the
pattern predicted by the linear theory for a fluid with Re = 10.
Figs. 5.3 and 5.4 indicate that the oscillation frequency and decay
rates obtained via simulation are converging toward values near
those predicted by the linear theory. Assuming that the computed
oscillation frequency, ωh, converges monotonically to the true
value ω, a value for the convergence rate (Cvge. Rate) may be
computed using the expression

Cvge. Rate =


−1
ln(2)


ln


‖ωh2‖ − ‖ωh3‖

‖ωh1‖ − ‖ωh2‖


, (5.5)

where the grid spacings are such that h1 = 2h2 = 4h3. Table 5.2
confirms the convergence of both the oscillation frequency and the
decay rate for simulations donewithWeissenberg numberWi = 8
when Re = 100.
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Fig. 5.3. Re = 100 oscillation frequency.

Fig. 5.4. Re = 100 decay rate.

Table 5.2
Convergence rates found for ω and dr with Re = 100 and Wi = 8.

Grid: (1t, h)
 2.5
2500 , 5

64

  2.5
5000 , 5

128

  2.5
10 000 , 5

265

  2.5
20 000 , 5

512


ω 3.0971 3.2497 3.3027 3.3177
Cvge. Rate – – 1.52 1.81
dr 0.0773 0.1083 0.1288 0.1374
Cvge. Rate – – 0.60 1.26

6. Conclusions

We have developed a two-dimensional Navier–Stokes im-
mersed boundary algorithm for the flow of immiscible viscoelas-
tic (Oldroyd-B) liquids. Using this algorithm, we studied the effect
of bulk viscoelasticity on free shape oscillations of a liquid droplet
at different Reynolds numbers. In the case of a moderate to high
Reynolds number, our numerical simulations show that viscoelas-
ticity causes an increase in oscillation frequency and, at Weis-
senberg number above the critical value, a decrease in the decay
rate of droplet oscillations. When the Reynolds number falls below
the critical value for shape oscillations of a Newtonian droplet, our
model predicts reappearance of the oscillations when viscoelas-
ticity is introduced. Both of these results agree well with previ-
ous asymptotic analysis of viscoelastic drop oscillations [18]. In
addition to this supporting evidence, the numerical method was
validated by direct comparison of the decay rates and oscillation
frequencies predicted by the linear theory to those computed nu-
merically. A natural extension of this algorithm will be one in
which the fluid interior to the droplet has different viscoelastic
properties from the fluid exterior to the droplet.
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