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Abstract. We study “partition Eisenstein series”, extensions of the Eisenstein series G2k(τ), defined by

λ = (1m1 , 2m2 , . . . , kmk ) ⊢ k 7−→ Gλ(τ) := G2(τ)
m1G4(τ)

m2 · · ·G2k(τ)
mk .

For functions ϕ : P 7→ C on partitions, the weight 2k partition Eisenstein trace is the quasimodular form

Trk(ϕ; τ) :=
∑
λ⊢k

ϕ(λ)Gλ(τ).

These traces give explicit formulas for some well-known generating functions, such as the kth elementary
symmetric functions of the inverse points of 2-dimensional complex lattices Z⊕ Zτ, as well as the 2kth
power moments of the Andrews-Garvan crank function. To underscore the ubiquity of such traces, we
show that their generalizations give the Taylor coefficients of generic Jacobi forms with torsional divisor.

1. Introduction and Statement of Results

For positive integers k and ℑ(τ) > 0, the weight 2k Eisenstein series (see Ch. 1 of [13]) is

(1.1) G2k(τ) := −B2k

2k
+ 2

∑
n

σ2k−1(n)q
n =

(2k − 1)!

(2πi)2k

∑
ω∈Z⊕Zτ

ω ̸=0

1

ω2k
,

where B2k is the 2k-th Bernoulli number, σν(n) :=
∑

d|n d
ν , and q := e2πiτ . The first few examples are

G2(τ) = − 1

12
+ 2

∞∑
n=1

σ1(n)q
n, G4(τ) =

1

120
+ 2

∞∑
n=1

σ3(n)q
n, G6(τ) = − 1

252
+ 2

∞∑
n=1

σ5(n)q
n.

Apart from G2, each G2k is a weight 2k holomorphic modular form on SL2(Z). Quasimodular forms are
the functions in the polynomial ring (for example, see [12])

C[G2, G4, G6] = C[G2, G4, G6, G8, G10, . . . ].

We study “partition Eisenstein series”, which were introduced in [2]. These quasimodular forms are
extensions of the classical Eisenstein series. To make this precise, recall that a partition of a non-negative
integer k (see [3] for background on partitions) is any nonincreasing sequence of positive integers λ =
(λ1, λ2, . . . , λs) that sum to k, denoted λ ⊢ k. Equivalently, we use the notation λ = (1m1 , . . . , kmk) ⊢ k,
where mj is the multiplicity of j. Furthermore, the length of λ is ℓ(λ) := m1 + · · · + mk. For such
partitions, we define the weight 2k partition Eisenstein seriesa

(1.2) λ = (1m1 , 2m2 , . . . , kmk) ⊢ k 7−→ Gλ(τ) := G2(τ)
m1G4(τ)

m2 · · ·G2k(τ)
mk .

The Eisenstein series G2k(τ) corresponds to the partition λ = (k), as we have G(k1)(τ) = G2k(τ)
1.

Key words and phrases. partition Eisenstein series, quasimodular forms, Andrews-Garvan crank, Jacobi forms.
2020 Mathematics Subject Classification. 11F03, 05A17, 11M36.
aThese Gλ should not be mistaken for the partition Eisenstein series introduced by Just and Schneider [11], which are

semi-modular instead of quasimodular. We also note that these functions are scalar multiples of those introduced in [2].
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To define partition Eisenstein traces, suppose that ϕ : P 7→ C is a function on partitions. For each
positive integer k, its partition Eisenstein trace is the weight 2k quasimodular form

(1.3) Trk(ϕ; τ) :=
∑
λ⊢k

ϕ(λ)Gλ(τ).

By convention, for k = 0, we let Tr0(ϕ; τ) := 1.

Remark. Such traces arise in recent work on MacMahon’s sums-of-divisors q-series (see Theorem 1.4 of
[1]) and in an explicit proof of a claim from Ramanujan’s “lost notebook” on q-series assembled from
derivatives of theta functions (see Theorem 1.2 of [2]).

We show that such traces give the elementary symmetric functions for the inverse points of 2-
dimensional complex lattices Λτ := Z⊕ Zτ, where ℑ(τ) > 0. For each s ≥ 0, we let

(1.4) Λτ (s) := {ω2|ω|2s : ω ∈ Λτ \ {0}}.

In analogy with the classical elementary symmetric functions, for each k ≥ 1, we define

(1.5) ek(Λτ (s)) :=
∑

ω1,...,ωk∈Λτ (s)
distinct

1

ω1 · · ·ωk
.

For λ = (1m1 , . . . , kmk) ⊢ k, we define the function

(1.6) ϕΛ(λ) :=
(−1)ℓ(λ)∏k

j=1mj !((2j)!)mj
.

Theorem 1.1. If k is a positive integer, then the following are true.
(1) We have that

ek(Λτ (0)) = lim
s→0+

ek(Λτ (s))

is a weight 2k nonholomorphic modular form on SL2(Z).
(2) There is a degree k isobaric polynomialb Fk(X1, X2, . . . , Xk) for which

ek(Λτ (0)) = Fk(G
⋆
2(τ), G4(τ), . . . , G2k(τ)),

where G⋆
2(τ) is the nonholomorphic weight 2 modular form

G⋆
2(τ) =

1

4πℑ(τ)
+G2(τ).

(3) The holomorphic part of ek(Λτ (0)) is given by

Fk(G2(τ), G4(τ), . . . , G2k(τ)) = Trk(ϕΛ; τ).

Remark. The sum in (1.5) converges absolutely for s > 0, but converges only conditionally when s = 0.
In Theorem 1.1, this parameter is employed using “Hecke’s trick” (for example, see p. 84 of [6]) which
gives the convergence of G⋆

2(τ).

Traces of partition Eisenstein series also give the first explicit formulas for the generating functions
of the even power moments of the celebrated Andrews-Garvan crank function [4, 9], whose discovery
confirmed a speculation of Dyson [7] on Ramanujan’s partition congruences. For a partition λ, let l(λ)

bA polynomial is isobaric of degree k if each of its monomials Xd1
1 Xd2

2 · · ·Xdk
k satisfies d1 + 2d2 + · · ·+ kdk = k.
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be the largest part, and let ω(λ) = m1 the number of 1′s in λ. If µ(λ) denotes the number of parts of λ
larger than ω(λ), then the crank c(λ) is defined by

c(λ) :=

{
l(λ) if ω(λ) = 0,

µ(λ)− ω(λ) if ω(λ) > 0.

For every integer a, Andrews and Garvan proved the remarkable identities

#{λ ⊢ 5n+ 4 : c(λ) ≡ a (mod 5)} =
p(5n+ 4)

5
,

#{λ ⊢ 7n+ 5 : c(λ) ≡ a (mod 7)} =
p(7n+ 5)

7
,

#{λ ⊢ 11n+ 6 : c(λ) ≡ a (mod 11)} =
p(11n+ 6)

11
,

providing a combinatorial explanation for Ramanujan’s partition congruences

p(5n+ 4) ≡ 0 (mod 5),

p(7n+ 5) ≡ 0 (mod 7),

p(11n+ 6) ≡ 0 (mod 11).

In an important paper, Atkin and Garvan [5] discovered infinite families of relations between this
crank and Dyson’s rank function r(λ) := l(λ)− ℓ(λ). Central to their work are the even power moments
of M(m,n), the number of partitions of n with crank m. Namely, for positive integers k, they defined

(1.7) C2k(q) :=
∑
n≥0

∑
m∈Z

m2kM(m,n) qn.

They found a recurrence relation for these generating functions, which allows them to conclude, for
each k, that

C2k(q) =
1

(q; q)∞
· F2k(τ),

where (q; q)∞ :=
∏∞

n=1(1−qn) and F2k(τ) is a mixed weight quasimodular form. Here we obtain explicit
formulas for these even power moments; they arise from traces of partition Eisenstein series.

Theorem 1.2. The generating function for the even power crank moments is∑
k≥0

(−1)kC2k(q) ·
X2k

(2k)!
=

2 sin(X2 )

(q; q)∞
·
∑
k≥0

(−1)k Trk(ϕc; τ) ·X2k−1,

where

ϕc((1
m1 , 2m2 , . . . , kmk)) :=

1∏k
j=1mj ! ((2j)!)

mj
.

As a consequence, we obtain explicit formulas for the even crank moments.

Corollary 1.3. If k is a positive integer, then we have

C2k(q) =
1

(q; q)∞
·

k∑
n=0

(2k)2k−2n

4n · (2n+ 1)
· Trk−n(ϕc; τ),

where (x)m := x(x− 1) · · · (x−m+ 1).
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Examples. Here we offer two examples of Corollary 1.3.
(1) For k = 3, Corollary 1.3 gives

C6(q) =
1

(q; q)∞

(
1

448
Tr0(ϕc; τ) +

3

8
Tr1(ϕc; τ) + 30Tr2(ϕc; τ) + 720Tr3(ϕc; τ)

)
.

(2) For k = 4, Corollary 1.3 gives

C8(q) =
1

(q; q)∞

(
1

2304
Tr0(ϕc; τ) +

1

8
Tr1(ϕc; τ) + 21Tr2(ϕc; τ) + 1680Tr3(ϕc; τ) + 40320Tr4(ϕc; τ)

)
.

Remark. Atkin and Garvan expressed C2(q), C4(q), C6(q), and C8(q) (see (4.7) of [5]) in terms of the
Lambert series

(1.8) S2k−1(q) :=
∑
m≥1

m2k−1qm

1− qm
=

B2k

4k
+

1

2
G2k(τ).

Furthermore, they use induction (see (4.8) of [5]) to show that each C2k(q) is a polynomial in such Lambert
series. Corollary 1.3 gives explicit formulas for these polynomial representations. A straightforward
modification, where one uses (1.8), yields the explicit formula

C2k(q) =
(2k)!

(q; q)∞
·
∑
λ⊢k

k∏
j=1

1

mj !

(
2

(2j)!

)mj

· Sλ(q),

where for a partition λ = (1m1 , 2m2 , . . . , kmk) ⊢ k we let

Sλ(q) :=
k∏

j=1

S2j−1(q)
mj .

Furthermore, we note that Rhoades (see Theorem 2.1 of [14]) proved formulas which are equivalent to
Corollary 1.3.

Theorems 1.1 and 1.2 both arise naturally in the context of Jacobi forms. Therefore, it is natural to
ask whether traces of partition Eisenstein series arise generally in this wider context. We prove that
this is indeed the case. Partition traces of more general Eisenstein series give Taylor coefficients of
generic Jacobi forms (for background, see [6, 8]) with “torsional divisor.” To make this precise, we
briefly recall some terminology.

Definition. A holomorphic function F (z; τ) on C × H is a Jacobi form for SL2(Z) of weight k and
index m if it satisfies the following conditions:
(1) For all γ =

(
a b
c d

)
∈ SL2(Z), we have the modular transformation

F

(
z

cτ + d
;
aτ + b

cτ + d

)
= (cτ + d)k exp

(
2πi · mcz2

cτ + d

)
F (z; τ).

(2) For all integers a, b, we have the elliptic transformation

F (z + aτ + b; τ) = exp
(
− 2πim(a2τ + 2az)

)
F (z; τ).

(3) The Fourier expansion of F (z; τ) is given by

F (z; τ) =
∑
n≥0

∑
r2≤4mn

b(n, r)qnur,

where b(n, r) are complex numbers and u := e2πiz.
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Two Remarks.
(1) To define Jacobi forms on congruence subgroups Γ ⊆ SL2(Z), one modifies (3) by requiring that F
has a similar Fourier expansion at each of the cusps of Γ.
(2) From the definition of a Jacobi form, it is clear that if two Jacobi forms are multiplied, their weights
and indexes are added. Meromorphic Jacobi forms of index 0 are elliptic functions.

We consider meromorphic Jacobi forms (for example, see Chapter 11 of [6]), which are mild extensions
of the holomorphic Jacobi forms defined above, where poles are permitted in z, and where the expansions
in (3) allow for finite order poles in τ at cusps. The divisor of such a form is the formal sum

Div(F ) =
∑

x∈C/Λτ

ax · (x),

where each ax is the order of F at x. We note that divisors only have a finite number of nonvanishing
summands. Furthermore, we say that a point x = aτ +b ∈ C/Λτ is a torsion point if a and b are rational.
We prove that if Div(F ) is torsional (i.e. supported at torsion points), then the Taylor coefficients of F
with respect to z are given as traces of partition Eisenstein series.

To define this generalization, we require higher level Eisenstein series. Specifically, in Section 5.1
we define an Eisenstein series Gk,D(τ), for each positive integer k and formal divisor D on C/Λτ . If
D = Div(F ), then these Eisenstein series have the same (or lower) level as F . If λ = (1m1 , . . . , kmk) ⊢ k,
then in analogy with (1.2) we define the partition Eisenstein series for the divisor D by

(1.9) GD,λ(τ) := Gm1
1,D(τ)G

m2
2,D(τ) . . . Gk,D(τ)

mk .

We note that this notation allows for odd weight Eisenstein series, which might exist depending on D.
Hence GD,λ(τ) is a weight k form, rather than a weight 2k form in the case of (1.2). In turn, we define
the partition Eisenstein trace for the divisor D by

(1.10) Trk(D,ϕ; τ) :=
∑
λ⊢k

ϕ(λ)GD,λ(τ).

We now present our result about meromorphic Jacobi forms with torsional divisor.

Theorem 1.4. Suppose F (z; τ) is a meromorphic Jacobi form of weight k and index m, and torsional
divisor D = Div(F ), and let a be the order of F (z; τ) at z = 0. Then there is a unique weakly
holomorphic modular form fF (τ) of weight k + a for which

F (z; τ) = fF (τ) ·
∑
t≥0

Trt(D,ϕJ ; τ) · zt+a,

where for partitions λ = (1m1 , 2m2 , . . . , tmt) ⊢ t we let

ϕJ(λ) :=
(−1)ℓ(λ)∏t

j=1mj ! (j!)
mj

.

Two Remarks.
(1) A weakly holomorphic modular form is a meromorphic form whose poles (if any) are supported at
cusps. The modular form fF in Theorem 1.4 is explicitly given in Proposition 5.1.
(2) One way to interpret Theorem 1.4 is that the generating function for traces of partition Eisenstein
series for Div(F ) = D is the explicit formula for F (z; τ)/fF (τ).

This paper is organized as follows. In Section 2 we recall Pólya’s theory of cycle index polynomials for
symmetric groups, the key tool for all of the results in this note. In Section 3 we prove Theorem 1.1 by
applying these results to the Weierstrass σ-function. In Section 4 (resp. Section 5) we prove Theorem 1.2
(resp. Theorem 1.4) with Pólya’s formulas after recalling essential preliminaries.
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2. Pólya’s cycle index polynomials

The structure of traces of partition Eisenstein series arises from the classical theory of the symmetric
group, and their connection to integer partitions. Namely, the key tool is Pólya’s theory of cycle index
polynomials (for example, see [17]). Recall that a partition λ = (λ1, . . . , λℓ(λ)) ⊢ k or (1m1 , . . . , kmk) ⊢ k,
labels a conjugacy class by cycle type. Moreover, the number of permutations in Sk of cycle type λ is
is k!/zλ, where zλ := 1m1 · · · kmkm1! · · ·mk!. The cycle index polynomial for the symmetric group Sk is
given by

Z(Sk) =
∑
λ⊢k

1

zλ

ℓ(λ)∏
j=1

xλj
=
∑
λ⊢k

k∏
j=1

1

mj !

(
xj
j

)mj

.(2.1)

We require the following generating function for these polynomials in k-aspect.

Lemma 2.1 (Example 5.2.10 of [17]). As a power series in y, the generating function for the cycle
index polynomials satisfies ∑

k≥0

Z(Sk) y
k = exp

∑
j≥1

xj ·
yj

j

 .

Example. Here are the first few examples of Pólya’s cycle index polynomials:

Z(S1) = x1, Z(S2) =
1

2!
(x21 + x2), Z(S3) =

1

3!
(x31 + 3x1x2 + 2x3).

3. Proof of Theorem 1.1

Theorem 1.1 follows from an application of the theory of Pólya’s cycle index generating functions (i.e.
Lemma 2.1) to Weierstrass’s σ-function (for example, see Section I.5 of [16]). We begin by considering
the function

σs(z; τ) := z
∏

w∈Λτ (s)

(
1− z2

w

)
.

By the Weierstrass Factorization Theorem, this product converges as long as the sum∑
w∈Λτ (s)

1

w

converges absolutely, which it does for s > 0. Since we always have s > 0, we may expand this expression
as a Taylor series

(3.1) σs(z; τ) =
∞∑
k=0

(−1)kek(Λτ (s))z
2k+1.
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We compare this function with the Weierstrass σ-function

σ(z, τ) := z
∏

w∈Λτ
ℑ(w)>0 or w>0

(
1− z2

w2

)
exp

(
z2

w2

)
.(3.2)

Note that this product is taken over a half-lattice rather than the full lattice. Introducing an s-parameter
and limit, we find that

σ(z, τ) = lim
s→0+

z
∏

w∈Λτ
ℑ(w)>0 or w>0

(
1− z2

w2|w|2s

)
exp

(
z2

w2|w|2s

)

= lim
s→0+

σs(z, τ) exp

(
(2πiz)2

G⋆
2(τ)

2

)
.

Here we use “Hecke’s trick” (for example, see p. 84 of [6])

lim
s→0+

∑
w∈Λτ

ℑ(w)>0 or w>0

1

w2|w|2s
=

1

2
lim
s→0+

∑
w∈Λτ (s)

1

w
= (2πi)2

G⋆
2(τ)

2
.

The logarithmic derivative of the σ function (with respect to z) has the Taylor expansion

σ′(z; τ)

σ(z; τ)
=

1

z
−
∑
k≥2

G2k(τ)(2πi)
2k

(2k − 1)!
z2k−1

(see Prop. I.5.1 of [16], where we note a difference in notation with our G2k(τ) being
(2k−1)!
(2πi)2k

G2k(Λτ )).

This gives us the exponential expansion of σ as

σ(z; τ) = z · exp

−
∑
k≥2

G2k(τ)

(2k)!
(2πiz)2k

 ,

and so we have

(3.3) lim
s→0+

σs(z; τ) = z · exp

−G⋆
2(τ)

2
(2πiz)2 −

∑
k≥2

G2k(τ)

(2k)!
(2πiz)2k

 .

Equating this expression with (3.1), we see that the functions ek(Λτ (0)) are sums of products of the
G2k and G⋆

2 Eisenstein series. Replacing G⋆
2 with G2 yields quasimodular forms. This proves (1) and

(2), where the polynomial Fk(X1, X2, . . . , Xk) arises from these expressions.
To prove (3), which requires the derivation of ϕΛ, one simply applies Lemma 2.1 to the expression

z · exp

−
∑
k≥1

G2k(τ)

(2k)!
· (2πiz)2k

 =
∑
k≥1

(2πiz)2k
∑

λ=(1m1 ,...,kmk )⊢k

(−1)ℓ(λ)
k∏

j=1

1

mj !

(
G2j(τ)

(2j)!

)mj

,

where xj =
−G2j(τ)
2(2j−1)! and y = (2πi z)2.

4. Proof of Theorem 1.2

Here we prove Theorem 1.2, which gives the generating function for the even crank moments in terms
of traces of partition Eisenstein series.
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4.1. Two lemmas. For each positive integer k, we consider the Lambert series (see (1.8))

S2k−1(q) =
∑
m≥1

m2k−1qm

1− qm
=

B2k

4k
+

1

2
G2k(τ).

The second expression follows from (1.1). We require the following fact which is explained in the proof
of Theorem 1.2 of [2] (see equation (3.6) of [2]).

Lemma 4.1. As a power series in X, we have that

exp

−2
∑
k≥1

S2k−1(q)

(2k)!
(−4X2)k

 =
∏
j≥1

[
1 +

4(sin2X)qj

(1− qj)2

]
.

We also require the following convenient generating function for normalized Bernoulli numbers (for
example, see equation (1.518.1) of [10]).

Lemma 4.2. As a power series in X, we have that

sin(X)

X
= exp

∑
k≥1

(−4)kB2k

(2k)(2k)!
·X2k

 .

4.2. Proof of Theorem 1.2. The generating function for M(m,n) (see [4, 9]) is given by

(4.1)
∑
n≥0

∑
m∈Z

M(m,n)zmqn =
∏
n≥1

1− qn

(1− zqn)(1− z−1qn)
.

After letting z = e2iX , we pair up conjugate terms to obtain∑
n≥0

∑
m∈Z

M(m,n)qne2imX =
∏
n≥1

(1− qn)

(1− 2 cos(2X)qn + q2n)
.

Thanks to the identity −2 cos(2X) = −2 + 4 sin2X, after taking real parts of z we obtain∑
n≥0

∑
m∈Z

M(m,n)qn cos(2mX) =
∏
j≥1

1

(1− qj)
[
1 + 4(sin2 X)qj

(1−qj)2

] .(4.2)

Combining Lemma 4.1 and (4.2), we obtain

∑
n≥0

∑
m∈Z

M(m,n)qn cos(2mX) =
1

(q; q)∞
· exp

2
∑
k≥1

S2k−1(q)

(2k)!
(−4X2)k

 .

Thanks to (1.8) and Lemma 4.2, we obtain

∑
n≥0

∑
m∈Z

M(m,n)qn cos(2mX) =
1

(q; q)∞
· exp

∑
k≥1

B2k

(2k)(2k)!
(−4X2)k

 exp

∑
k≥1

G2k(τ)

(2k)!
(−4X2)k


=

1

(q; q)∞
· sin(X)

X
· exp

∑
k≥1

G2k(τ)

(2k)!
(−4X2)k

 .
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We recognize this last expression in the context of Pólya’s cycle index polynomials. Namely, Lemma 2.1
gives the identity

exp

∑
j≥1

xj ·
yj

j

 =
∑
k≥0

∑
λ⊢k

k∏
j=1

1

mj !

(
xj
j

)mj

 yk,

which we apply with xj =
G2j(τ)
2(2j−1)! and y = −4X2. Therefore, we find that

∑
n≥0

∑
m∈Z

M(m,n)qn cos(2mX) =
1

(q; q)∞
· sin(X)

X
·
∑
k≥0

∑
λ⊢k

k∏
j=1

1

mj !

(
G2j(τ)

(2j)!

)mj

 (−4X2)k.

Using the Taylor expansion of cos(2mX), a simple change of variables (i.e. 2X → X) gives

(4.3)
∑
k≥0

(−1)kC2k(q) ·
X2k

(2k)!
=

2 sin(X2 )

(q; q)∞
·
∑
k≥0

(−1)k Trk(ϕc; τ) ·X2k−1.

4.3. Proof of Corollary 1.3. By inserting the Taylor expansion of sin(X/2) in (4.3), a straightforward
simplification gives∑

k≥0

(−1)kC2k(q) ·
X2k

(2k)!
=

1

(q; q)∞
·

∞∑
k=0

(−1)k

(
k∑

n=0

Trk−n(ϕc; τ)

4n · (2n+ 1)!

)
·X2k.

By comparing the coefficient of X2k on both sides and using the Pochhammer symbol to take into
account (2k)!, we obtain the claimed formulas for C2k(q).

5. Proof of Theorem 1.4

In this section, we prove Theorem 1.4 after recalling some essential preliminaries about Jacobi forms.

5.1. Background on Jacobi forms. The definition of a meromorphic Jacobi form is given in the
introduction. Here we give further basic properties of Jacobi forms to facilitate the proof of Theorem 1.4.
Namely, we require a universal factorization theorem for meromorphic Jacobi forms with torsional
divisor.

5.1.1. A key Jacobi form factorization. To this end, we begin by recalling the first example of a Jacobi
form, the celebrated Jacobi theta function (see [8, 12])

θ(z; τ) :=
∑
n∈Z

unqn
2/2,

which is a Jacobi form for SL2(Z) of weight 1/2 and index 1/2. We work instead with a slightly modified

version of this function. Namely, let η(τ) := q
1
24
∏∞

n=1(1− qn), and then consider

Θ(z, τ) = (u1/2 − u−1/2)
∏
n≥1

(1− uqn)(1− u−1qn)

(1− qn)2
=

1

η(τ)3

∑
n∈Z

(−1)nu
2n+1

2 q
(2n+1)2

8 ,(5.1)

where we have employed the Jacobi Triple Product formula (see Theorem 2.8 of [3]). We note that this
function arises naturally as a factor of the generating function for the Andrews-Garvan crank (4.1),
and it is a Jacobi form for SL2(Z) with weight −1 and index 1/2. The main reason for working with
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Θ(z; τ) is its close connection to the Weierstrass σ-function. To be precise, it satisfies the identity (see
Theorem I.6.4 of [16])

(5.2) Θ(z; τ) = (2πi) exp

(
−G2(τ)

2
(2πiz)2

)
σ(z; τ).

As noted earlier, the divisor of a non-zero Jacobi form F (z; τ) is the formal finite sum

Div(F ) =
∑

x∈C/Λτ

ax · (x),

where each ax is the the order of F at the point x. The degree of a divisor is the sum

deg(D) =
∑

x∈C/Λτ

ax.

Using this terminology, we have the following factorization result for meromorphic Jacobi forms. This
proposition is the key point that identifies the weakly holomorphic modular form fF in Theorem 1.4.

Proposition 5.1. Let F (z; τ) be a non-zero meromorphic Jacobi form of weight k and index m for

some subgroup Γ ⊆ SL2(Z). If F has divisor D = Div(F ) =
∑N

i=0 axi · (xi), with x0 = 0, then the
following are true.
(1) The action of Γ fixes the divisor D. Moreover, we have that deg(D) = 2m, and as a sum of complex
numbers, we have

(5.3)

N∑
i=0

axi · xi ≡ 0 (mod Λτ ).

(2) If representatives xi of the divisor are chosen so that the sum in (5.3) vanishes, then the Jacobi
form F factors as the product

F (z; τ) = fF (τ) ·Θ(z; τ)ax0
N∏
i=1

Θ(z − xi; τ)
axi

Θ(−xi; τ)
axi

,

where fF (τ) is a meromorphic modular form on Γ with weight k + ax0.

Remark. We stress that ax0 can of course be 0 in Div(F ) in Proposition 5.1. We set x0 = 0 as this point
requires separate treatment in the proof below.

Proof. The points of C/Λτ are fixed under the action of Γ unless, like torsion points, they depend on τ .
The modular transformation of F implies that ordx(F (τ)) = ordx

(
F ( z

cτ+d ,
aτ+b
cτ+d)

)
for all x ∈ C/Λτ and(

a b
c d

)
∈ Γ, and so the action of Γ must fix D.

Now consider the Jacobi form

F1(z; τ) := F (z; τ) ·Θ(z; τ)−2m,

which is a Jacobi form of index 0. In other words, it is an elliptic function. From [15, Th. 2.2], we have
that the degree of the divisor of F1 is 0, and also that∑

x∈C/Λτ

ordx(F1) · x ≡ 0 (mod Λτ ),

as a sum of genuine complex numbers (as opposed to a formal sum of points). Since the divisor of
Θ(z; τ) is just (0), the proof of (1) is complete.
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We now turn to the proof of (2). To this end, we consider the function

fF (z; τ) = F (z; τ) ·Θ(z; τ)−ax0
∏
i>0

Θ(−xi; τ)
axi

Θ(z − xi; τ)
axi

.

The divisor of this function is trivial, and applying the elliptic transformation laws of Θ(z; τ), we see
that it is bounded as z varies. Thus fF is constant in z. A short calculation using the transformation
laws of Θ(z; τ) shows that the exponential terms from the Jacobi transformation laws cancel and so
fF (τ) is modular on Γ with weight k + ax0 . □

5.1.2. Eisenstein series for torsional divisors. Theorem 1.4 requires Eisenstein series that correspond
to a torsional divisor D. These series arise naturally from Θ(z; τ), and thanks to Proposition 5.1 we are
led to Theorem 1.4. For convenience, we introduce the minor modification

(5.4) Θ̃(z; τ) := exp
(
π
2
z2−|z|2
ℑ(τ)

)
Θ(z; τ).

The Jacobi form transformation laws of Θ(z; τ) (i.e. weight −1 and index 1/2), imply that

τΘ̃

(
z

τ
;
−1

τ

)
= Θ̃(z; τ) = Θ̃(z; τ + 1) and

∣∣∣Θ̃(z + 1; τ)
∣∣∣ = ∣∣∣Θ̃(z + τ ; τ)

∣∣∣ = ∣∣∣Θ̃(z; τ)
∣∣∣ .

Therefore, the Taylor coefficients of log |Θ(z; τ)| and log |Θ̃(z; τ)| are well-defined. The Eisenstein series
that will form the building blocks of (1.9) arise in this way.

To be precise, if x is a non-zero torsion point, we define the weight k Eisenstein series G̃k,x(τ) using

the Taylor coefficients of Θ̃(z; τ) around z = x :

(5.5) G̃k,x(τ) := −
(

1

2πi

d

dz

)k

log
∣∣∣Θ̃(z; τ)

∣∣∣2∣∣∣∣∣
z=x

.

Similarly, we define the holomorphic Eisenstein series

(5.6) Gk,x(τ) := −
(

1

2πi

d

dz

)k

log |Θ(z; τ)|2
∣∣∣∣∣
z=x

.

The following lemma lists the key properties that we require of these Eisenstein series.

Lemma 5.2. If x = ατ + β, where α, β ∈ Q, then the following are true.
(1) If x′ is a torsion point with x− x′ ∈ Λτ , then

G̃k,x(τ) = G̃k,x′(τ).

Moreover, if γ =
(
a b
c d

)
∈ SL2(Z), then

G̃k,x(γτ) = (cτ + d)kG̃k,x′(τ),

where x′ = α′τ + β′ with (α′, β′) = (α, β)γ.

(2) The series G̃k,x(τ) and Gk,x(τ) are related by

G̃k,x(τ) =


Gk,x(τ) + α if k = 1,

Gk,x(τ) +
1

4πℑ(τ) if k = 2,

Gk,x(τ) if k > 2.
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(3) If α = 0, then Gk,x(τ) has the Fourier expansion

Gk,x(τ) =


1
2 + 1

2πi (ζ(1,−β)− ζ(1, β)) +
∑
n>0

∑
m>0

(
ζnβ − ζ−n

β

)
qmn if k = 1,

(k−1)!
(2πi)k

(
ζ(k,−β) + (−1)kζ(k, β)

)
+
∑
n>0

∑
m>0

nk−1
(
ζnβ + (−1)kζ−n

β

)
qmn if k ≥ 2,

where ζβ := e
2πi
β , and ζ(s, β) is the Hurwitz zeta function.

(4) If 0 < α < 1, then Gk,x(τ) has the Fourier expansion

Gk,x(τ) =


1
2 +

∑
n>0

∑
m≥0

ζnβ q
(m+a)n −

∑
n>0

∑
m>0

ζ−n
β q(m−a)n if k = 1,∑

n>0

∑
m≥0

nk−1ζnβ q
(m+a)n −

∑
n>0

∑
m>0

(−n)k−1ζ−n
β q(m−a)n if k ≥ 2.

Two Remarks.
(1) We note that Lemma 5.2 (1) implies that G̃k,x(τ) is modular with level lcm(denom(α),denom(β)).
The same levels hold in all cases for Gk,x(τ).
(2) We emphasize the fact that x− x′ ∈ Λτ does not imply that G1,x(τ) equals G1,x′(τ). In particular,
Lemma 5.2 (1) and (2) show that G1,x(τ) ̸= G1,x+cτ (τ) if c ̸= 0.

Proof. The transformation law in (1) follows from the transformation law for Θ̃(z; τ), and the fact that

α
aτ + b

cτ + d
+ β =

α′τ + β′

cτ + d
.

To prove (2), we simply note that the additional terms for G̃k,x(τ) when k = 1 and k = 2 are simply

the first and second logarithmic derivatives respectively of the exponential factor exp
(
π
2
z2−|z|2
ℑ(τ)

)
in the

definition of Θ̃(z; τ) in (5.4).
We take the logarithm of (5.1) to obtain

log |Θ(z; τ)|2 = log |u−1/2|2 + log |1− u|2 +
∑
n≥1

(
log |1− uqn|2 + log |1− u−1qn|2− log |1− qn|4

)
.

Then applying the iterated derivative, and the substitution u = ζβq
α leads to the Fourier expansions in

(3) and (4). The Hurwitz ζ-function values in (3) are

−
(

1

2πi

d

dz

)k−1 u

1− u

∣∣∣∣∣
z=β

=
(k − 1)!

(2πi)k

(
ζ(k,−β) + (−1)kζ(k, β)

)
.

This completes the proof. □

For Theorem 1.4, we must extend the Eisenstein series Gk,x(τ) to the weight k quasimodular Eisenstein
series Gk,D(τ) that we require. To this end, we use the convention G2k,0(τ) = G2k(τ) and G2k+1,0(τ) = 0.
For nontrivial torsional divisors D =

∑
x∈C/Λτ

ax(x), we assume that representatives xi are chosen so

that |
∑

x∈C/Λτ
axx| is minimized. Then we let

(5.7) Gk,D(τ) :=
∑

x∈C/Λτ

axGk,x(τ).

Lemma 5.3. If D is a nontrivial torsional divisor for a Jacobi form F , then the following are true.
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(1) If k = 1, then

G1,D(τ) =
∑

x∈C/Λτ

ax G̃1,x(τ)

is a weight 1 holomorphic modular form.
(2) For k = 2, we have that F has index m = 0 if and only if

G2,D(τ) =
∑

x∈C/Λτ

ax G̃2,x(τ)

is a weight 2 holomorphic modular form. Otherwise, G2,D(τ) is quasimodular.
(3) If k ≥ 3, then Gk,D(τ) is a weight k holomorphic modular form.

Proof. In each case, we use the fact that G̃k,x(τ) is a weight k (possibly non-holomorphic) modular
form, and we then apply Lemma 5.2 (2) to account for the difference

Gk,D(τ)−
∑

x∈C/Λτ

axG̃k,x(τ).

In (1), the difference vanishes due to the requirement that
∑

x∈C/Λτ
ax · x ∈ Λτ , and is therefore 0

since we chose representatives x to minimize this sum. For (2), we use the fact that
∑

x∈C/Λτ
ax = 2m,

to see that the difference is m
2πℑ(τ) . For (3), this difference is identically 0. □

5.2. Proof of Theorem 1.4. Suppose that F (z; τ) is as in the statement of the Theorem 1.4. Moreover,

suppose that Div(F ) =
∑N

i=1 axi(xi), and again that x0 = 0. Using the definition of Gk,x(τ) above (i.e.
(5.5) and (5.6)), for z near 0 we find that

Θ(z − x; τ) = 2πi(z − x) exp

−
∑
k≥1

G2k(τ)

(2k)!
(2πi)2k(z − x)2k


= −2πi x · exp

log
(
1− z

x

)
−
∑
k≥1

G2k(τ)(2πi)
2k

∑
0≤j≤2k

zj

j!

(−x)2k−j

(2k − j)!


= Θ(−x; τ) · exp

∑
j≥1

(2πi)j
zj

j!

− (j − 1)!

(2πi x)j
−
∑
k≥1

G2k(τ)
(−2πix)2k−j

(2k − j)!


= Θ(−x; τ) · exp

−
∑
j≥1

(2πiz)j

j!
Gj,x(τ)

 .

This implies then that

(5.8)
Θ(z − x; τ)

Θ(−x; τ)
= exp

−
∑
j≥1

(2πiz)j

j!
Gj,x(τ)

 .

We now recall Proposition 5.1, which gives

F (z; τ) = fF (τ) ·Θ(z; τ)ax0
N∏
i=1

Θ(z − xi; τ)
axi

Θ(−xi; τ)
axi

.
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Therefore, by taking into account the points of D, we find that (5.8) gives

log
F (z; τ)

fF (τ)
= −

N∑
i=0

axi

∑
j≥1

(2πiz)j

j!
Gj,xi(τ) = −

∑
j≥1

(2πiz)j

j!
Gj,D(τ),

where in the last line we have used the definition of Gk,D(τ). To complete the proof, we now apply

Lemma 2.1 with xj =
1

(j−1)!Gj,D(τ) and y = 2πiz to the exponential of this last expression.
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