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ABSTRACT. Let
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We prove that P,(a) is a polynomial in a given by
m
— 2m — 2k\ yrm 4+ k
_ 2m k k
Pn(a) = 2 ’;:%2 ( o ) o ICESIL

The proof is based on the Taylor expansion of the double square root and
Ramanujan’s Master Theorem.

1. INTRODUCTION

The standard tables of integrals [5, 7] contain very few explicit evaluations of
definite integrals of rational functions of degree bigger than 2. The quartic integral

(1.1) Nosla;m) = /00 dz
. 0,4\&, = o (1}4 T 2022 + 1)m+1 )

is implicit in [5] 3.252.11 and is expressed there in terms of hypergeometric func-
tions. We have presented in [3] a proof of the identity

s
(1.2) No,a(a;m) T (g 1 )i x Py, (a)
where
o 2m - 2k\ fm+k
(1.3) Pn(a) = 272 sz( o )( o )(a+1)k.
k=0

In this paper we give an evaluation of (1.2) that is free of hypergeometric functions.
We develop a formula for the Taylor expansion of the double square root and then
use Ramanujan’s Master Theorem. The hypergeometric proof of (1.2) is clearly
simpler but we expect to use the ideas developed here in the discussion of higher
order rational integrands.
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2. A USEFUL INTEGRAL

The formula

S 2 T B(r-11
(2.1) / (%) du = (7' 2? 2)
0 bu* 4+ 2au? + 1 2r+1/24/b x (a + Vb)r—1/2
for >0, a+vb > 0 and r > 1/2 follows directly from

0 [ (i) e = Bk
. o zd +2az2 + 1 or+1/2 (1+a)r—1/2

and the change of variable u — b~/%z. A proof of (2.2) is given in [2].

Proposition 2.1. Let a, b > 0. Then

/°° dz o7 1
o brt+2a2+1  22/a 4+ /b
Proof. Let z = 1/u in (2.1) with » = 1 and replace b by 1/b and a by a/b. O

3. THE TAYLOR EXPANSION OF THE DOUBLE SQUARE ROOT

We now evaluate the coefficients of the Taylor expansion of h(c) := v/a + V1 +c.
The particular case a = 1 is a standard example often used to illustrate Lagrange’s
inversion formula. BERNDT [1], pages 71,72 and 304-307, gives a complete history
of this problem.

Lemma 3.1. For |¢| < 1, define

(© = /°° dz
g  Jo Tt4+2aex2+1+c
and h(c) = vVa+ 1+ c. Then g(c) = 7v/2h'(c). In particular,
1
K(0) = —=Nya4(a;0).
(0) s 0,4(a;0)
Proof. Write g(c) as
(0 = 1 /°° dz
9 = Tx¢e)y A0+ + (2a/(l+ o) +1

and now use Proposition 2.1 to evaluate g(c). O

Theorem 3.2. The Taylor expansion of h(c) = va + /1 + ¢ is given by

(31) a++vV1l+ec = \/m_i_ﬂ-\l/ig( Iz

Proof. Evaluate h(*)(0) using Lemma, 3.1.

-1 k—1

Noa(a; k —1)ck.

O
Corollary 3.3. We have
(o0}
(—1F1 1 [4k—3)\ ,
1++/1 = 21 -_— .
tVite = V2 +kz::1 Kk 2t-T\2k—2)°
Proof. Use the value 2¥ 72Ny 4(L;k — 1) = = (57 73). O
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This appears in BROMWICH [4], page 192, exercise 21, and is a special case of [5]
1.114.1.

4. RAMANUJAN’S MASTER THEOREM AND A NEW CLASS OF INTEGRALS

We establish a connection between Ny 4(a;m) and a new family of integrals.
This is used in Section 5 to prove (1.3).

Theorem 4.1. Define

(4.1) Jmla) = /0 ” = f%d;m+1/2-
Then
(4.2) Jmla) = %26"*3/2 [m (;Z) (Qn’f)] o No.4(a;m).

The proof of Theorem 4.1 is based on Ramanujan’s Master Theorem stated below.
Theorem 4.2. Suppose F has a Taylor expansion around ¢ = 0 of the form
(o0}
(=1)*
Fle) = ), o o(k)c”.
E=0
Then, the moments of F, defined by

(4.3) M, = /oocm_lF(c)dc,
0

can be computed via,
(4.4) My = T(m)p(-m).

BERNDT [1] provides a proof and exact hypotheses for the validity of the Mas-
ter Theorem; see also [6] for more information. Observe that the expression (4.4)

requires the ability to compute the function ¢ outside its original range, namely at
negative indices.

Proof of Theorem 4.1. We apply the Master Theorem to (3.1). Differentiate the
integral Ny 4(a; k — 1) j times and replace z by 1/z to produce

d\’ (=1)327 (k+ 5 — 1)! R
LY Noa(ask—1) = .
(da) oalask —1) (k—1)! X /0 (2* + 2022 + 1)k+i

From (3.1) we obtain

(%) Jatvite= (%) VaFl+ gj CLE e

with
. 1 X o] x4k+2j—2dx
k) = (-1 —=(k '—1!21></ -
e(k) (-1) . 2( +i-1) o (@ + 2az2 + 1)k+i
Now replace k by —m to produce
. 1 . oo .’I,'_4m+2j_2d.’15
- = (1) —(- '—1!21></ .,
plom) = (P om0 x [
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The choice j = 2m + 1 yields

(45) pem) = T N i)

The moments of the function H(c) := (%)j va++/1+ ¢ are computed directly
as

(=1)7+1(25 — 3)! /°° k—1ldc
My = : : X : )
200G - "o (a4 yTFe)
and the choices j = 2m + 1 and k¥ = m produce
_ (4m — 1)!
M, = 3im (@m — 1)1 X I (a).

Ramanujan’s Master Theorem now yields (4.2).

5. A SIMPLIFIED EXPRESSION FOR P, (a)
We use (4.2) to prove that
(5.1) P.(a) = %2’“3/2((1 + 1)™/2 N 4(a;m).
is a polynomial in a. The proof identifies P, (a) as a Jacobi polynomial with pa-
rameters m + 3, —(m + 3).
Proposition 5.1. The integral Jm(a) in (4.1) is given by

22m+1 2 2 2 )
Im(a) = m) Z 21 m= J f(J+m V(1) x (1 + a)~@m-2+1)/2

where

fm(u) = u(u?® —1)™ L,

Proof. The substitution u = /1 + z yields
(5.2) Inla) = 2 / Fn()(@ + w)~Cm /D gy,

The result now follows by repeated integration by parts. The derivatives fp (])( )
vanish identically for § > 2m, and they also vanish at u = 1for 0 <j<m—-2. O

Proposition 5.2. The polynomial P,,(a) is given by

Po(a) Z o OB D (1) x (14 0

23m 1 ml
Proof. Substitute the formula in Proposition 5.1 into (4.2) and use (5.1). O

We now find a closed form for the derivatives of f,, at u = 1.

Proposition 5.3. Let 0 < k <m. Then
—Dl(m +k)!
(m — k) E!

(5.3) fr(r’frm—l)(l) — ogm—k-1 (m
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Proof. Expanding f,,(u) and differentiating we have

m-1(1) = i(m- 1y, @m=2j - 1!
fam @) = ];(_1)( ) s

It suffices to prove

09 i E (" (B e (2) 14 2)

j20

which is equivalent to (5.3). Indeed:

. -N\/2m-25j-1
E+m—-1  _ _1)J m J k+m—1
2 s 2\ 20 )(k+m—1) v

E \j>0
- ];(—1)] (m; 1) Xk: (2’" —:J - 1) K
- 2w ("7 )+ v
= @t e (M @

Jj20
= (@+1) ' x[1-(z+1)2""
= ™ Yz +2)™ — g™ Nz +2)™!
— i m 2m—k—1 14+ E $k+m_1.
k m
k=0

Thus (5.4) holds and the proof is complete. O

Note. An alternative proof of (5.4) written now in the form
k Am—-1\2m—-2j -1
5) gtk (T 14+~ —1)f -1
(55) k + m ]Z:o( ) j k+m-—-1

is obtained using the methods developed by Wilf and Zeilberger [8]. Let Fy(m,j)
be the summand in (5.5). The WZ-algorithm produces the rational function

—2j(2m +1 — 2§)

Rip(m,j) = (m+1+k)(m+1-25—2k)

with the property that Gi(m,j) := Ry (m, j)Fy(m, j) satisfies
Fk(m+17.7)_Fk(m7.7) = Gk(m7.7+1)_Gk(m7.7)

Summing over all j we conclude that the sum of F(m,7) is independent of m and
thus identically 1 as required.
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Theorem 5.4. The polynomial P,,(a) is given by

_ 2m —2k\ fm+ k
(5.6) P,(a) = 2 2m22k( )( m )(a+1)k.
Proof. This follows directly from Propositions 5.2 and 5.3. O

The expression (5.6) confirms that P,,(a) is part of the Jacobi family

e = Y-t (ng) (m Thrax ,8) (a; 1)k

k=0

with parameters a = m + § and 8 = —(m + 1).

Corollary 5.5. The integral Ny 4(a; m) in (1.1) is given by

T 2m —2k\ fm+k B
Noa(a;m) = TS (LT Z (m—k)( m )(a+1).

Corollary 5.6. The integral J,,,(a) in (4.1) is given by

_ osmar mLm =D @m)! Sy (2m = 2k (m+k
Jml@) = B A i :OQk(m—k)( m )(““)k‘

Corollary 5.7. The expansion of the double square root v/a + +/1 + ¢ is given by

2k — 25\ (k+j cht1
_ ] —3k-2
Va+vi+te = Va+1 1+Z Z (k—j)( ; )7(1+a)k+1—j
(5.7)
Proof. Replace the result of Corollary 5.5 in (3.1). O

Note. A precise expression for the special case ¢ = a® is due to Ramanujan. See
[1] Corollary 2 to Entry 14. The identity

n __ = bk(n) a’k
(5.8) (@+vV1+a)® = l+na+)y. X
k=2
where, for k > 2,

(5.9) bi(n) {“2("2 —2%)(n? —42) -+ (n® — (k—2)?), if k is even,

n(n? —12)(n? — 32)--- (n? — (k — 2)?), if kis odd,

gives, in the case n = 1/2, the Taylor series for g(a) := Va + V1 + a2. Our formula
(5.7) gives a Laurent expansion for ¢;(a) := ¢(a)/va +1
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